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Abstract

Self-driving cars are undergoing extensive road tests and should enter the market within the decade, but consumers continue to worry about the safety of autonomous vehicles—even though most traffic accidents are caused by human errors that are avoidable with automation technology. Four experiments investigated how a vehicle’s automation level affects its perceived safety, why excessive safety concerns prevail, and how they can be mitigated. In all experiments, participants read descriptions of full-automation (Level 5) and high-automation (Level 4) self-driving cars: Participants consistently perceived Level 5 (vs. Level 4) vehicles as less safe. The effect persisted when objective safety information was available. A mediation analysis and a mediation-by-moderation approach suggest that the negative effect of the automation level on perceived safety is driven by the perceived lack of control over driving. Finally, the effect disappeared when participants imagined themselves as passengers rather than drivers, offering a practical implication for managers.
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1. Introduction

Although they are not yet on the market, self-driving cars are already on the road, undergoing trial operations with no drivers. Soon, these vehicles will drive us, instead of us driving them. Self-driving cars are one of the most disruptive innovations in the history of the motor industry, and their commercialization will bring many changes to our lives and society.

Self-driving cars are expected to bring many benefits to consumers and society (Clements and Kockelman 2017; Fagnant and Kockelman 2015). For example, autonomous vehicles (AVs) can improve the ease and comfort of driving, increase the efficiency of traffic flow, and increase transportation access for the disabled community. Also, AVs can provide environmental benefits through more efficient road use, greater fuel efficiency, and lower vehicle emissions (Greenblatt and Shaheen 2015; MacKenzie, Wadud, and Leiby 2014; Sun et al. 2016). Moreover, AVs can enhance traffic safety by preventing accidents caused by the errors of human drivers (Bertoncello and Wee 2015; Crew 2015; NHTSA 2021). AVs are operated by an advanced automation system with several safety-enhancing technologies: AI software and radars, 360-degree visibility cameras, ultrasonic sensors and radio antennas, and 5G cellular networks. For example, Cruise, a subordinate company of GM that focuses on AVs, boasts 42 sensors in a single vehicle (General Motors 2021).

Yet, consumers are wary of the technology. Pew Research Center (2017) reported that 56% of people in the US said they would not ride in driverless vehicles, primarily because of safety concerns. A more recent report indicates that 47% of US adults believe that AVs are less safe than cars driven by humans (Morning Consult 2021).

Contrary to these lay beliefs about safety, self-driving cars are far safer than traditional vehicles.
Most fatal motor vehicle crashes are caused by human errors, including inattention, distractions, inadequate surveillance, tiredness, improper driver responses, and even drunk driving (Kalra and Paddock 2016). In the US, for example, 94% of the serious motor vehicle crashes in 2019 were due to human errors (NHTSA 2021). Autonomous cars, by contrast, are free from these hazardous human habits and thus are better able to protect drivers, passengers, and other people on the road—so much so that self-driving cars are expected to reduce vehicle fatalities by 90% (Bertoncello and Wee 2015; Crew 2015).

Why is the public excessively, and even paradoxically, concerned about the safety of self-driving cars? The present research intends to provide insight into this safety paradox. One intuitive possibility for excessive safety concerns is the lack of information about safety, that is, people simply are not sufficiently informed about the safety of self-driving cars (relative to the safety of traditional or less-autonomous vehicles). In contrast, building research on the role of perceived control (König and Neumayr 2017) and anxiety (Mineka and Kelley 1989; Watson 1967) in human judgments and behaviors, we posit that excessive concerns about the safety of self-driving cars are due to the perceived lack of control over driving and the resultant anxiety, not due to a lack of information about the actual safety of the vehicles. This “control-based” account leads to two hypotheses: (1) people perceive full-automation vehicles as less safe (not safer) than high-automation vehicles, and (2) the difference holds regardless of whether people receive objective information about the safety of the vehicles. Four experimental studies confirm these predictions, find support for the control-based mechanism, and cast doubt on the information-based mechanism. Moreover, our finding of the greater safety concern about the full-automation vehicles (vs. less-automated vehicles), contrary to the actual superiority of the full-automation ones, extends prior research showing that perceived lack of control is negatively correlated with the adoption of self-driving cars. Finally, the final study tests an intervention that can eliminate the difference in the perceived safety of full-automation and high-automation vehicles.

2. Theoretical considerations

Self-driving cars are automobiles that can operate without human intervention or with minimal human intervention. They are also called driverless cars or autonomous vehicles (AVs).

According to the Society of Automotive Engineers (SAE 2018), cars are categorized by the level of automation, from fully manual to fully automated. Specifically, Level 0 has no automation; Level 1–2 cars have driver assistance features such as cruise control and other long-standing partial automation features, such that a human driver has to perform most driving activities; Level 3 cars have automated “environmental detection” capabilities and make informed decisions but require some driver input most of the time; Level 4 (L4) relinquishes human control to an automated system for most driving tasks, with limited exceptions that require human override; and Level 5 (L5) does not require a human driver at all and has no steering wheel or pedals. Although L5 vehicles are still in the testing phase, they are expected to be commercialized by 2030 at the latest (Litman 2017). The present study compares the perceived safety of L4 (“high automation”) and L5 (“full automation”).

2.1. Consumer perceptions of autonomous vehicles, and the safety paradox

Consumers remain wary of self-driving cars in the face of a steady stream of research and articles on the myriad benefits of AVs (Morning Consult 2021; Pew Research Center 2017). Prior research has identified several factors for this wariness: the insufficient reliability of the technology (Bansal and Kockelman 2018; Howard and Dai 2014; Schoettle and Sivak 2014), safety concerns (e.g., Howard and Dai 2014), insufficient security (e.g., “system hacking,” Douma and Palodichuk 2012), moral and ethical issues (Lin 2015), and insufficient laws, regulations, and AV-related infrastructure (KPMG 2019). Safety seems to be the most serious concern (Choe et al. 2015; Howard and Dai 2014; Hwang and Cho 2016; Piao et al. 2016; Schoettle and Sivak 2014), and in the minds of many consumers, these concerns apparently outweigh the benefits of self-driving cars (Kohl et al. 2017; Lee 2017; Lee, Chang, and Park 2018).

Obviously, car manufacturers should strive to enhance the safety of AVs with ongoing technological improvements. However, the perceived dangers of AVs are not borne out in the evidence. As noted earlier, AVs can prevent accidents caused by human errors (Bertoncello and Wee 2015; Crew 2015; NHTSA 2021), and AVs are objectively safer than traditional vehicles (Beiker 2012; Blanco et al. 2016; Douma and Palodichuk 2012). Nevertheless, people misperceive that AVs are less safe than cars driven by humans (Morning Consult 2021). It is important...
to understand why consumers hold excessive safety concerns so that those concerns can be mitigated.

2.2. Present research

One intuitive explanation for excessive safety concerns is that people simply are not sufficiently informed about the safety of self-driving cars (relative to the safety of traditional or less-autonomous vehicles). People may feel uncertain about new technologies in general (Carleton et al. 2012; McEvoy and Mahoney 2012) or may perceive themselves as not ready for new technologies (Han and Park 2016; Oh, Yoon, and Yuen 2010). Consumers may also worry about a possible automation system failure of cars (Rupp and King 2010). If a lack of information explains the excessive concerns, then providing people with objective information about AV safety should mitigate the concerns. However, we consider a different, and less intuitive, possibility: excessive safety concerns are due to the perceived lack of control over driving.

Our theory is informed by the research on perceptions of control and the anxiety that accompanies a perceived lack of control. Perceived control is the extent to which people believe they personally influence or manage the cause of an event or risk (McAuley, Duncan, and Russell 1992). Extant research suggests that the perception of control is an essential part of life; it is important for self-esteem (Friedland, Keinan, and Regev 1992), increases the motivation to work hard (Chapman and Turner 1986), and provides a pleasant feeling (Rothbaum, Weize, and Snyder 1982). Meanwhile, a lack of control leads to poor motivation and “learned helplessness” in education contexts (Koller and Kaplan 1978); it increases anxiety (Mineka and Kelly 1989; Watson 1967) and fear (Whalen 1998; Whitson and Galinsky 2008), which, in turn, significantly affect the perceived risk associated with the object under consideration (Klein and Kunda 1994; Nordfjærn, Jørgensen, and Rundmo 2012; Nordgren, Van der Pligt, and Van Harreveld 2007; Weinstein 1984).

The self-driving capability of AVs comes at the expense of the human driver’s control over driving (König and Neumayr 2017)—an activity that generally instills a feeling of control (Burger and Cooper 1979; Dixon et al. 2020; Taylor and Deane 2000). Research has confirmed that autonomous driving is highly correlated with a perceived lack of control and expectations for a lack of safety (Heinrichs and Cyganski 2015; Sommer 2013), and a person’s desire for control is negatively correlated with the person’s attitude toward AVs (Syahhrivar et al. 2021). Further, the perceived lack of control induces personal discomfort with using AVs (Hartwich, Beggiato, and Krems 2018) and evokes anxiety (Nordfjærn, Jørgensen, and Rundmo 2012), which decreases usage intentions (Hohenberger, Sporrle, and Welpe 2017; Zmud, Sener, and Wagner 2016).

The above findings suggest that the automation system of AVs deprivesthe human driver of control, which induces anxiety, which decreases the perceived safety of AVs. We reason that as the automation level increases (e.g., from L4 to L5) and the human driver’s control decreases, the perceived lack of control and anxiety should increase, and the perceived safety of the AV should decrease. Note that the predicted trend in perceived safety is contrary to the actual improvement in safety when switching from L4 (high automation) to L5 (full automation).

In sum, self-driving cars are effective at preventing traffic accidents that are caused by human errors—which account for most serious accidents—yet consumers perceive AVs as less safe than traditional vehicles. We posit that the excessive safety concerns are rooted in the perceived lack of control over driving. Thus, we predict that consumers perceive L5 AVs as less safe than L4 AVs, and the difference is mediated by the perceived lack of control. We expect the negative effect of the automation level on perceived safety to hold even when consumers receive objective information about the safety of L4 and L5 AVs. Finally, the effect should attenuate when the importance of having control over driving is less salient.

We confirmed these predictions in four experimental studies. In studies 1a and 1b, we gave participants basic descriptions of L4 and L5 AVs, and participants judged the L5 version as less safe than the L4 version, as predicted. Study 2 replicated the effect with a different measure of perceived safety and with participants who received objective safety information about L4 and L5 AVs. Study 2 also measured anxiety, perceived lack of control over driving, and several exploratory mediators; the only significant pathway occurred through perceived lack of control and anxiety. Study 3 provided further evidence against the information-based account and in support of our control-based account; in a mediation-by-moderation approach, the negative effect of the automation level on perceived safety did not occur when the importance of having control was made less salient.
3. Experiments

3.1. Studies 1a and 1b

Studies 1a and 1b were designed to provide initial evidence of the hypothesis that consumers perceive full-automation AVs (L5) as less safe than high-automation AVs (L4), contradicting the actual safety profiles of the cars. We provided participants with descriptions of L4 and L5 AVs and asked them to judge the safety of each automobile. The studies were identical except for the dependent measure (a free-response procedure in study 1a and a rating scale in study 1b), which we varied to check the robustness of the findings.

3.1.1. Study 1a

Method: Participants were 94 adults (52.13% female, Mage = 38.22) recruited from Amazon MTurk. We excluded eight participants who failed to follow the instructions. All participants received general instructions for the study, followed by descriptions of an L4 AV and an L5 AV. The descriptions were constructed from the definitions of L4 and L5 by SAE International (2018; see the Appendix for the stimuli). Finally, participants were asked to freewrite their thoughts and feelings about each vehicle.

Results: Two independent coders identified responses that explicitly pertained to safety concerns (inter-coder agreement: 91%). We performed a McNemar test to compare the frequency of safety concerns for L4 and L5 vehicles. As expected, more participants expressed safety concerns for L5 vehicles than for L4 vehicles (N_{L5} = 17.4% vs. N_{L4} = 4.7%, p < .001). Further, most of the responses that expressed safety concerns about L5 vehicles specifically referred to the lack of control over driving (e.g., “There isn’t enough control for the rider”; “This one does not mandate that a human driver takes over if something goes wrong”), consistent with our predicted mechanism.

3.1.2. Study 1b

Study 1b extended the findings of study 1a in two ways. First, the study replicated the result using a different measure of perceived safety. Second, we added price information and photos to make the stimuli more realistic.

Method: Participants were 103 adults (53.4% female, Mage = 35.44) recruited from Amazon MTurk. As in study 1a, participants were provided with two descriptions of self-driving cars (L4 and L5) for evaluation. The descriptions included the same information as in study 1, but we added price information ($40,000 for L5 and $35,000 for L4) and a picture from each vehicle’s cockpit to increase the salience of the differences between the vehicles (e.g., L5 does not have a steering wheel or pedals; see the Appendix for the pictures). For the dependent measure, participants rated the safety of each vehicle on a 7-point scale (1 = “very unsafe,” 7 = “very safe”).

Results: We compared the within-participant safety ratings of the L4 and L5 vehicles with a paired t-test. As expected, participants perceived the full-automation version (L5) as significantly less safe than the high-automation vehicle (L4) (M_{L5} = 3.97 vs. M_{L4} = 5.08; t_{paired} = 6.68, p < .001), replicating the result of study 1a and providing further support for our prediction.

Discussion: Consistent with our prediction, studies 1a and 1b showed that participants perceive full-automation vehicles as less safe than high-automation vehicles, reflecting the predicted “safety paradox.” In study 1a, we also found indirect support for the theorized mechanism: full-automation vehicles heighten the perceived lack of control over driving. We propose that the perceived lack of control leads to anxiety, which leads to safety concerns. We test the mechanism directly in study 2.

3.2. Study 2

Study 2 extended the findings of studies 1a and 1b in three ways. First, we sought direct evidence of our theoretical mechanism by measuring the perceived lack of control and anxiety and conducting mediation analyses. Second, the study evaluated the information-based alternative account, which argues that people have excessive safety concerns because they lack information about the objective safety of AVs. We argue that the safety concerns are rooted in the perceived lack of control, not a lack of information, so we expect the negative effect of automation to persist when objective safety information is included in the AV descriptions. Third, as to be described next, we included product pictures and price level in the descriptions of the L4 and L5 vehicles to make the experimental stimuli more engaging and the difference between L4 and L5 AVs in automation level more noticeable. However, it could also introduce some extraneous differences other than the difference in automation level, which might also affect perceived safety. To address this possibility, we measured several additional perceptions about L4 and L5 including perceived sturdiness (Owsley, Stalvey, and Phillips 2003), perceived luxuriousness (Vigneron and Johnson 2004), and futuristic image (Mugge and Schoormans 2012). Finally, we measured purchase intentions as a
downstream consequence, and we expected the results to follow the trend in perceived safety.

**Method**: Participants and design. Participants were 394 adults from Amazon Mturk (Mage = 36.15, 59.6% male), randomly assigned to one of two between-subjects conditions (type of safety information: frequency only vs. frequency and severity). As in studies 1a and 1b, we measured the perceived safety of L4 and L5 as a within-subject factor.

**Procedure**: Unlike in studies 1a and 1b, participants started by watching a 1-min video clip about each vehicle (L4: https://www.youtube.com/watch?v=MWqacPy3r7Q; L5: https://www.youtube.com/watch?v=V6kIeOGQYdQ). The first part of the clips was the same; it showed a vehicle navigating an urban area. Then, the video showed the interior of the vehicle in detail; the L4 video featured a vehicle interior with a steering wheel and a gas pedal, while the L5 video showed an interior that lacked these features. We used video clips to make the experimental stimuli more engaging and to make the differences between L4 and L5 AVs more noticeable.

After watching both clips, participants moved on to the written descriptions. All participants received the same information as in study 1b as well as information about accident rates (specifically, the frequency of accidents per million miles: 3.2 crashes for L5 vs. 4.2 crashes for L4). Participants in the frequency-and-severity condition also received information about accident severity, as we thought it was possible that participants might imagine that L5 is more likely to cause fatal injuries and thus be less safe than L4 despite the lower frequency of accidents overall. Specifically, we provided almost identical Poisson distributions of accident severity for each vehicle; severe accidents are similarly rare for L4 and L5. The graphs were paired with a written statement: “The probability of serious accidents for both vehicles are found to be the same. In other words, the likelihood of getting into a serious accident for both vehicles are the same.” (For the full stimuli in the frequency-and-severity condition, please see the Appendix.)

For the primary dependent measure, we used the same 7-point scale as in study 1b (1 = “very unsafe,” 7 = “very safe”). As a downstream consequence, we measured participants’ purchase intentions for each vehicle on a 7-point scale (1 = “not at all,” 7 = “very much”). For the two hypothesized mediators, we measured perceived control over driving (1 = “no control at all,” 7 = “very much in control”2) and anxiety (1 = “not anxious at all,” 7 = “very anxious”).

**Results**: According to our theorization, the negative effect of the automation level on perceived safety should be significant in this study even though all participants received one or more types of objective safety information. Also, the negative effect of the automation level on perceived safety should be mediated by the perceived lack of control. Both predictions were supported.

**Perception of safety**: A mixed ANOVA on perceived safety as a function of the automation level (L4 vs. L5; within-participant factor) and type of safety information (frequency-only vs. frequency-and-severity; between-participants factor) yielded a significant main effect of the automation level (F(1, 392) = 48.30, p < .001). As in studies 1a and 1b, and as expected, participants perceived the full-automation vehicle (L5) as less safe than the high-automation vehicle (L4) (Ml5 = 4.36 vs. Ml4 = 4.88, tpaired = 4.77, p < .001), even though the study 2 participants received objective safety information. Moreover, the effect did not interact with the type of information (F(1, 392) = .27) (Fig. 1). These results are against the information-based account. Next, we show evidence of our perceived-control account with mediation analyses.

**Mediation analyses**: We conducted separate within-participant mediation analyses for the perceived lack of control and anxiety, with the automation level as the independent variable and perceived safety as the dependent variable. We used the MEMORE macro for SPSS (Montoya and Hayes 2017) to conduct a bootstrapping procedure with 5000 resamples for each analysis. Fig. 2 shows all coefficients.

The first analysis yielded a significant indirect effect of the automation level on perceived safety via the perceived lack of control (b = -.4271, 95% CI: -.5839 to -.2708), while the direct effect of the automation level on perceived safety was non-significant (b = -.0983, 95% CI: -.2916 to .0950). The

---

1 The crash rates were based on data from Virginia Tech (2016). The crash rate for L5 (3.2 crashes per million miles) was based on the actual crash rate of the AVs in the report. The crash rate for L4 (4.2 crashes per million miles) was adopted from the reported average crash rate of more traditional vehicles. We reverse-coded the perceived control rating to reflect the participant’s perception of lacking control (i.e., higher numbers represent less control).

2 None of these factors accounted for the effect of the automation level on perceived safety, so we will not discuss them further.
second analysis yielded a significant indirect effect of the automation level on perceived safety via anxiety ($b = -0.2444$, 95% CI: -0.3614 to -0.1398), while the direct effect of the automation level was also significant ($b = -0.2810$, 95% CI: -0.4318 to -0.1302).

Finally, we tested whether the effect of the automation level on anxiety was mediated by the perceived lack of control. A bootstrapping procedure of 5000 resamples revealed a significant indirect effect via the perceived lack of control ($b = 0.7349$, 95% CI: 0.5417 to 0.9405), while the direct effect of the automation level on anxiety was non-significant ($b = 0.0545$, 95% CI: -0.1468 to 0.2557).

The mediation results above in combination provide support for the proposed mediation mechanism: the negative effect of the automation level on the perceived safety of self-driving cars is mediated by the perceived lack of control and the resultant increase in anxiety.

**Purchase intention:** Participants’ purchase intention was analyzed by a mixed ANOVA as a function of the automation level and type of safety information. This analysis yielded a significant, negative main effect of the automation level that was not contingent upon the type of information ($F < 1$). Specifically, participants expressed a higher purchase intention for the full-automation vehicle (L5) than the high-automation vehicle (L4) ($M_{L5} = 3.97$ vs. $M_{L4} = 4.38$; $t_{paired} = 6.96$, $p < .001$), as expected.

**Discussion:** Study 2 replicated the negative effect of the automation level on the perceived safety of self-driving cars in the presence of objective safety information about the frequency of accidents, with or without information about the severity of those accidents. This finding is inconsistent with the information-based account but is consistent with our control-based account. Further, the results of mediation analyses directly confirmed the mediation process through the perceived lack of control and associated anxiety. In the final study, we use a mediation-by-moderation approach (Lee et al. 2008) to provide complementary evidence of the mechanism and test a boundary condition with practical applications for marketing managers.

### 3.3. Study 3

In study 3, we manipulated the salience (high vs. low) of the importance of having control over driving. If the negative effect of the automation level on perceived safety is indeed driven by the perceived lack of control (as indicated by study 2), then the negative effect should attenuate in the low-salience condition. In addition, we orthogonally manipulated the availability of objective safety information (available vs. unavailable) to provide a stronger test of the information-based account. (Note that all participants in study 2 received some amount of objective safety information, though the type of information varied.)

**Method:** Participants and design. Participants were 195 adults recruited from Amazon MTurk ($M_{age} = 35.17$, 57.9% male). They were randomly assigned to four conditions of a 2 (objective safety information: available vs. unavailable) x 2 (salience of having control: high vs. low) design. Seven participants who failed to follow the instructions were excluded from analyses.

**Procedure:** As in study 2, participants received both a 1-min video clip about each vehicle and...
descriptions of L4 and L5 AVs. However, the descriptions varied by the safety-information condition. The descriptions in the information-available condition were identical to the frequency-only condition in study 2 (i.e., the accident rate data was included as the objective safety information). In the information-unavailable condition, no objective safety information was provided.

We manipulated the salience of having control over driving by varying the participant’s perspective: a driver in the high-salience condition vs. a passenger in the low-salience condition. Specifically, participants in the high-salience condition were asked to evaluate the self-driving cars for a possible purchase, so they were envisioning themselves as potential drivers. Participants in the low-salience condition were asked to evaluate the self-driving cars as taxi alternatives, so they were envisioning themselves as potential passengers.

**Results:** We performed a mixed ANOVA on perceived safety as a function of the automation level (L4 vs. L5, within-participant), objective safety information (available vs. unavailable, between-participants), and salience of having control (high vs. low, between-participants). Table 1 shows the cell means pertaining to this analysis.

First, as expected, participants perceived L5 as less safe than L4 (M<sub>L5</sub> = 4.50 vs. M<sub>L4</sub> = 4.90; F(1,183) = 14.46, p < .001). Further, this difference was not moderated by the availability of objective safety information (F(1,183) = 1.03, p > .10), which is inconsistent with the information-based account and corroborates the results of study 2.

Importantly, we found a significant interaction effect of the automation level and the salience of having control (F(1,183) = 6.90, p < .05). As shown in Fig. 3, participants in the high-salience (driver) condition perceived L5 as significantly less safe than L4 (M<sub>L5</sub> = 4.47 vs. M<sub>L4</sub> = 5.13, t(89) = 4.26, p < .001), but participants in the low-salience (passenger) condition rated L5 and L4 as similarly safe (M<sub>L5</sub> = 4.55 vs. M<sub>L4</sub> = 4.68, t(96) = 1.01, p > .10). This interaction effect supports the theorized mechanism via the perceived lack of control.

### Table 1. Cell means of perceived safety in study 3.

<table>
<thead>
<tr>
<th></th>
<th>Driver (having control: high salience)</th>
<th>Passenger (having control: low salience)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Information available</td>
<td>Information unavailable</td>
</tr>
<tr>
<td>High-automation (L4)</td>
<td>5.09 (1.46)</td>
<td>5.18 (1.76)</td>
</tr>
<tr>
<td>Full-automation (L5)</td>
<td>4.61 (1.91)</td>
<td>4.32 (2.25)</td>
</tr>
</tbody>
</table>

(Note: Within each column, means with different subscripts are significantly different from each other at p < .05. Standard deviations are in parentheses. Significance levels are two-tailed).

4. General discussion

4.1. Summary and implications

The impending commercialization of self-driving cars holds the promise of many benefits for safety, efficiency, and accessibility, but many consumers remain wary of the vehicles (Morning Consult 2021; Pew Research Center 2017). The most common concern involves the safety of self-driving cars (Choe et al. 2015; Howard and Dai 2014; Hwang and Cho 2016; Piao et al. 2016; Schoettle and Sivak 2014). People perceive that self-driving cars are less safe than traditional vehicles (Morning Consult 2021) even though the opposite is true. Self-driving cars are safer primarily because they can avoid accidents that are caused by human errors, so the safety of the vehicle increases with its level of automation, such that L5 (full-automation) vehicles are safer than L4 (high-automation) vehicles.

The present research provides insight into consumers’ excessive safety concerns and strategies for mitigation. Four studies support our proposition that consumers are excessively concerned about safety because an increase in the automation level leads to a perceived lack of control over driving, which heightens anxiety. Participants in all four studies perceived the L5 vehicle as less safe than the L4 vehicle, contrary to the actual superiority of L5.
In fact, this finding (of people’s greater concern about safety for L5 vs. L4 vehicles) nicely fits with and also extends the prior research finding that autonomous driving is negatively correlated with the adoption of AVs (Heinrichs and Cyganski 2015; Hohenberger, Sporrle, and Welpe 2017; Sommer 2013; Zmud, Sener, and Wagner 2016).

In addition, we tested the mechanism via perceived control in studies 2 and 3. In study 2, we measured the perceived control and anxiety associated with L4 and L5 vehicles, and mediation analyses confirmed that a perceived lack of control (and subsequent anxiety) fully mediates the negative effect of the automation level on perceived safety. In study 3, we used a mediation-by-moderation approach; we manipulated the salience of having control over driving, and we found that the negative effect of the automation level on perceived safety disappeared when participants imagined being passengers (low salience) rather than drivers (high salience).

Studies 2 and 3 also tested an alternative, and more intuitive, information-based account, which posits that excessive safety concerns about AVs are attributable to a lack of information about the actual safety of AVs. However, our results from studies 2 and 3 contradict this account. In study 2, we replicated the negative effect of the automation level on perceived safety even though we gave participants objective safety information (specifically, the rate of accidents, with or without the distribution of accident severity). In study 3, we found no difference in the negative effect between participants who received objective safety information and those who received no safety information. Both findings call into question the validity of the information-based account, while the results of the mediation and mediation-by-moderation analyses support the proposed control-based mechanism.

Our finding that the perceived safety of self-driving cars deviates from the actual safety (thus resulting in excessive safety concerns) has important implications for both policy makers and AV manufacturers and marketers. Excessive safety concerns are likely to deter many consumers from adopting AVs (once commercialized), depriving society of the benefits of this new technology. Thus, strategies for rectifying misperceptions about safety have both theoretical and practical importance. The attenuation of the effect in the “passenger” (low-salience) condition of study 3 suggests that marketers may have more success by framing AVs as self-driving taxis (i.e., “robotaxis”) rather than as vehicles for personal use. Then, as consumers gain “safe” experiences with robotaxis, they may come to appreciate the excellent safety profile of AVs and may become more interested in purchasing their own self-driving car. Further, auto manufacturers may consider creating interior features that imbue AV users with a sense of control over driving (Langer 1975; Wohl and Enzle 2002). Also, manufacturers may want to offer a variety of automated driving styles to accommodate individual variation in the desire for control over driving (Hartwich, Beggiato, and Krems 2018).

4.2. Limitations and future research

Some limitations in the present research suggest areas for future research. First, although our results consistently contradicted the information-based account, future research should test other explanations such as the general perception of technology as unreliable and the general fear of automation (Mokyr et al. 2015). In addition, future research may attempt to provide support for our control-based mechanism by examining variables that might moderate the impact of perceived control on safety perception, such as people’s political orientation (Han, Park, and Lee 2021).

Second, all of our studies used a within-subject comparison of the perceived safety of L4 and L5. Although the within-subject design has several statistical advantages, the joint evaluation mode may have amplified the difference in the perceived safety of the two vehicles. To alleviate this concern, we ran a small follow-up to study 2 with a between-subjects design (N = 50), and we replicated the significant negative effect of the automation level on perceived safety (M_{L5} = 3.75 vs. M_{L4} = 4.63, t = 2.067, p < .05). Nevertheless, future research should use the between-subjects design more extensively and with larger sample sizes.

Third, we assume that L5 vehicles provide a greater objective safety than L4. However, such claim can be generalized only with more data. To this extent, our conclusion of the safety paradox (i.e., people’s safety perception of AVs with different automation levels contradicts to the objective safety levels of the vehicles) should be taken with a caution.

Finally, our studies focused on the difference in the perceived safety of L4 and L5, the two highest levels of automation and the target of most ongoing concerns about safety and liability. Our findings may not seem immediately relevant, but even L5 vehicles are expected to be on the market soon, by 2030 at the latest (Litman 2017). Nevertheless, consumers will have a wider array of choices, so future research may include L3 and even traditional vehicles for comparison with L4 and L5.
APPENDIX. – Stimuli Used in the Experiments

Study 1a

<table>
<thead>
<tr>
<th>High-automation (L4)</th>
<th>Full-automation (L5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
</tbody>
</table>

The system performs both the key control and emergency responses in driving. But driver can switch to manual driving mode.

The system is always in charge of driving. Only possible manual operation is emergency stops.

Study 1b

<table>
<thead>
<tr>
<th>High-automation (L4)</th>
<th>Full-automation (L5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
</tbody>
</table>

The system performs both the key control and emergency responses in driving. But driver can switch to manual driving mode.

The system is always in charge of driving. Only possible manual operation is emergency stops.

$40,000 $35,000
Study 2 ("frequency and severity" condition)

**Full-automation (L5)**
- This vehicle is capable of complete hands-off, driverless operation under all circumstances.
- The system is always in charge of driving - Steering wheel and gas pedals are not included, and the only possible manual operation is emergency stops.
- Emergency stops will be activated when the driver pushes the button located at the front.

**High-automation (L4)**
- The system performs both the key control and emergency responses in driving. But driver can switch to manual driving mods.
- This vehicle is capable of completing an entire journey without driver intervention, but the vehicle does have some constraints.
- This vehicle still maintains driver controls like a steering wheel and gas pedals.

<table>
<thead>
<tr>
<th>Features</th>
<th>Full-automation (L5)</th>
<th>High-automation (L4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of accidents</td>
<td>3.2 times / million miles</td>
<td>4.2 times / million miles</td>
</tr>
<tr>
<td>Probability chart for severity of accidents</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price</td>
<td>$40,000</td>
<td>$35,000</td>
</tr>
</tbody>
</table>
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